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the optimal trajectory was then performed twice giving the slight
differences shown in Fig. 2. However, the difference between the
two flight tests is less than the difference between the flight tests
and the computation, showing the excellent skills of the pilot in
following the prescribedtrajectory. Further, it was very encouraging
to see that the theoretically predicted time reduction of 28% was so
closely reproducedin the flight test, which gave a time reduction of
approximately 30%.

Conclusions

It was expected that the ability of the pilot to follow the desired
trajectory would be the main uncertainty in the test. However, the
present case and further testing currently in progress suggest that
it is indeed quite possible to follow even quite complex trajectories
with a bit of training in a simulator. However, the longer term goal
is to compute the desired trajectory in close to real time and then let
an autopilot fly the trajectory significantly reducing pilot workload.

Apart from the uncertainty in engine performance already men-
tioned, a much more significant uncertainty appears to be the atmo-
spheric model. Standard procedure calls for using the ISA, possibly
modified with a constant temperature shift. However, investigat-
ing the atmospheric variation as a function of altitude during the
tests showed that the conditions are not often well represented by a
model involving a constant temperature shift from the ISA. Instead,
the model should be based on local information, where temperature
and static pressure are given as functions of geopotential altitude.
This information is available from the weather service at F10 but is
not yet implemented in the computational model.

A significant computational difficulty that often appears when
solving trajectory optimization problems is the robustness of the
solution method. The optimization problem [Egs. (11) and (12)] is
highly nonlinear, and the algorithm does in practice not always con-
verge to a local optimum. A particularcase where the algorithmmay
fail is when the local quadratic programming model of Egs. (11) and
(12), used to define the next approximationto the solution, does not
have a feasible solution even though the original nonlinear problem
has a solution. The sequential quadratic programming method’® used
here has the facility to deal with this case butitdoes not always work.
Further difficulties arise when there indeed is no feasible point to
the constraints (12). Deciding whether or not there exists a feasi-
ble solution is a problem that is at least as difficult as solving the
optimization problem itself.

Despite the occasional difficulties described, it is still possible
to solve quite general performance optimization problems using
the method described. Problems such as a brief acceleration or a
climb problem, as well as maximum range problems, can be solved
using the same optimization method. Furthermore, the limited flight
testing performed also suggest that the results may be quite useful
in practice.
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Transonic and Low-Supersonic
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Wing with Underpylon/Store
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Introduction

M ODERN multipurpose military aircrafts are often equipped
with several types of wing-mounted external stores. Gener-
ally, external stores are placed on the undersurfaceand tip of aircraft
wing as extra fuel tanks or weapons such as missiles, bombs, rock-
ets, and gun pods. In the transonic and low-supersonic speeds there
is strong shock interference between the wing and the pylon/store,
which causes a severe vibration of the aircraft wing such as flutter,
limit cycle oscillation, and buffet, etc. If the aircraft is under the
continuous vibration condition as just mentioned, there are critical
structural and fatigue damages of wing structures. So, the correct
prediction of instability such as flutter is essential. A typical flut-
ter analysisrequires several unsteady aerodynamiccomputations.In
addition,such computationsusing the method of computationalfluid
dynamics are quite expensive in the transonic and low-supersonic
regime. Therefore, the development of efficient and accurate com-
putational codes for the unsteady aerodynamics is very important
for the flutter analysis.

The detailed wind-tunnel experiments for the F-5 fighter wing
had been conducted at the National Aerospace Laboratory of the
Netherlands (NLR) under the sponsorship of the U.S. Air Force.!
It could be shown from NLR’s experiments that there was clearly a
strong influence of the underpylonktore on the steady and unsteady
transonic aerodynamics. From the 1970s there were great efforts to
develop efficient unsteady aerodynamic codes based on the three-
dimensional transonic small-disturbance (TSD) theory. As the re-
sults of previous researches, the famous and very efficient codes
such as ATRAN3S2?® and CAP-TSD*> have been developed and
verified for several application cases.
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The present TSD3KR code, which is also based on the transonic
unsteady small-disturbance theory developed and extended by the
presentauthors, can effectively analyze the aerodynamicsof aircraft
wings with control surfaces and external pylon/stores. This paper is
to introduce the additional aerodynamic results in the transonic and
low-supersonic flow region, which have not yet been analyzed and
comparedin otherreferences,and to show therefined schematic grid
system used in the present TSD3KR code. The steady and unsteady
transonic results were compared with wind-tunnel results available
for the F-5 wing. Effects of the understore on the steady and un-
steady transonic flow of F-5 wing are also studied. The present
paper briefly describes the numerical analysis and comparison re-
sults with available experimental data. These results are in a good
agreement with the National Aeronautical Laboratory experimental
steady and unsteady pressure data. However, there are some differ-
ences in the region of strong shock interaction between wing and
underpylonktore.

Computational Background

The TSD3KR code is a finite difference computer code such as
ATRAN3S and CAP-TSD that solves the modified TSD equation.
The TSD potential equation transformed to the computational do-
main using the modified shearing transformatior? can be written in
the strong conservation form as follows:
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where M is a freestream Mach number, ¢ is the small disturbed po-
tential, and 7 is the nondimensionaltime. Here, ¢ and 7 are normal-
ized as reference chord length and freestream velocity, respectively.
InEq.(1)¢&, n,and ¢ representthe axes in the computationaldomain,
which correspondto x, y, and z axes in the nondimensional physi-
cal coordinatesof the streamwise, spanwise, and vertical directions,
respectively. Several choices are available for the coefficients F, G,
and H, depending upon the assumptions used in deriving the TSD
equation. In the present study, the coefficients are defined as
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The linear potential equation in the subsonic region can be re-
covered by simply setting F, G, and H equal to zero. Equation (1)
is solved using a time-accurate approximate factorization (AF) al-
gorithm developed by Batina.* The AF algorithm consists of a
time-linearization procedure coupled with a Newton iteration tech-
nique. An advanced Engquist-Osher type-dependent mixed differ-
ence operator® has been also implemented in the present AF al-
gorithm to achieve the numerical stability in the supersonic flow
regions. The applied boundary conditions of wing, pylon, and wake
region are very similar to the method presented in Ref. 6. Modified
slender body approximation technique on the store surfaces is ap-
plied effectively in this study, because the geometry of missile is
quite slender. Nonreflecting far-field boundary conditions for more
accurate and efficient unsteady calculations were used for both sub-
sonic and supersonic inflow conditions. More detailed theoretical
background and validation for the present study for the clean wing
and wing with control surface can be seen in Ref. 7. The calcu-
lated results presented in Ref. 7 show a very good agreement with
available experimental pressure data and previous analysis results.

Results

Figure 1 shows the configuration of the wind-tunnel model of
Northrop F-5 fighter wing with underpylonlauncher/missile and the
correspondingsurface grid for the presentanalysis.In this analytical
study the pylon,launcher,and missile configurationsincluding wing
are entirely considered except the missile fins. Grid systems used
in this study are first stretched at the missile and launcher nose and
also at the leading and trailing edge of wing and underpylon. In
the supersonic computation the grid qualities on the complex wing
geometry play a more importantrole for safe convergenceof steady
calculation and run of unsteady calculation.

The comparisons of steady aerodynamic results in the transonic
and low-supersonic flow region are presented in Fig. 2. In general,
attaching a pylon and store under a wing has considerableeffect on
the flowfield because of blockage of the side flow. So, there are large
variations of pressure distribution on the lower wing surface near
the pylon. Moreover, at Mach number of 0.9, there are some dis-
crepancies in the region of the pylon trailing edge because there
are unexpected expansion shock waves numerically caused by the
inviscid solution in this case. However, the overall trends between
the experimental data and presentresults are very similar as shown
in Fig. 2. In the supersonic Mach number of 1.33, the present re-
sults show the excellent agreements with the experimental data and
also in the subsonic region although they are not presented in this
Note. The steady-state solutions are normally converged within 500
iterations. There are large variations of the pressure distribution on
the lower wing surface caused by the strong shock interaction be-
tween the wing and attached underpylon. Actually, in the subsonic
region only small influences of pylon effect are shown because there

Fig. 1 Configuration of the wind-tunnel model and corresponding surface grid.
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Fig. 2 Steady pressure comparisons between computation and experiment.
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Fig. 3 Unsteady lower-surface pressure comparisons between computation and experiment.
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are no shock waves. This phenomenon also can be seen from the
experimental and linear analytical results of Ref. 1.

The unsteady aerodynamic comparisons are presented in Fig. 3.
For unsteady calculations 107> order of maximum residual could
be usually obtained by using just two subiterations in the inner
Newton iteration process to increase the time accuracy. For the
present unsteady calculation 720 time steps per cycle were nor-
mally performed using the grid system with the size of 105(x) X
30(y) X51(z). The total elapsed time is about930's (user CPU time)
during the three cycles using the f77 compile option of —O vector3
on the Cray-C90 computer at the System and Engineering Research
Institute in the Republic of Korea. In Fig. 3 comparing with exper-
imental results at Mach number of 0.9 expecting the strong shock
and viscousinteraction,we can also see thatin the unsteady pressure
distributionsthere are some discrepanciesat near pylon stations be-
cause of the unexpected sharp inviscid shock waves. However, the
overall trends of the present results are in a good agreement with
the experiments. More detailed research including viscous effects
will be requestedin the future research. In the totally subsonic flow
region expecting no shock interactions such as Mach number of 0.6,
the present result given in Fig. 3 shows the very good agreement
with the NLR’s experimental data of Ref. 1.

Conclusions
The present study has demonstrated the applicability of the
TSD3KR code to the real aircraft wing such as F-5 fighter model
in the transonic and low-supersonic flow region. In this study a
more refined grid system was applied to the underpylonstore. The
present results are directly compared with the wind-tunnel experi-
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ments of the NLR in transonicand supersonicflow regions. These re-
sults show good agreements with experimental steady and unsteady
pressure distributions of the F-5 wing model. There are unexpected
strong shock effects in the pressure distributions on the lower wing
surface near the pylon trailing edge in the case of inviscid analysis.
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